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Abstract: The integral equations (IE) method is a powerful tool for forward electromagnetic 
(EM) modeling. However, due to a dense matrix arising from the IE formulation, practical 
application of the IE method is limited to modeling of relatively small bodies. The use of 
a compression technique can overcome this limitation. The compression transformation is 
formulated as a multiplication by a compression matrix. Using this matrix as a preconditioner 
to an integral equation, we convert the originally dense matrix of the problem to a sparse 
matrix, which reduces its size and speeds up computations . Thus, compression helps to overcome 
practical limitations imposed on the numerical size of the anomalous domain in IE modeling. 
With the compression, the flexibility of the IE method approaches that of finite-difference (FD) 
or finite-element (FE) methods, allowing modeling of large-scale conductivity variations. 

1. INTRODUCTION 

The integral equations (IE) method is a powerful tool for forward electromagnetic (EM) 
modeling. The basic principles of constructing integral equations in 3-D cases were 
outlined by Hohmann (1975) and WeideIt (1975). A comprehensive implementation 
of the IE methods was realized by Xiong (1992) in the SYSEM code. The main 
advantage of the IE method in comparison with the FD and FE methods is the fast and 
accurate simulation of compact 3-D bodies in a layered background (Hohmann, 1975; 
Weidelt, 1975; Wannamaker, 1991; Xiong, 1992). At the same time, the area of the 
FD and FE methods is modeling of EM fields in complex structures with large-scale 
conductivity variations. In principle, the IE method can handle these models; however, 
the tremendous demand on computer resources places practical limits on its use. This 
happens due to the large dense matrix arising from IE formulation . 

Another advantage that the IE method has over the FD and FE methods is its greater 
suitability for inversion. IE formulation readily contains a sensitivity matrix, which can 
be recomputed at each inversion iteration at little expense . With FD, in contrast, this 
matrix has to be established anew on each iteration at a cost equal to the cost of the full 
forward simulation . 

However, for inversion purposes, and for greater flexibility in forward simulations, 
the IE method has to overcome severe practical limitations imposed on the numerical 
size of the anomalou s domain . 
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Several approximate method s have been developed recentl y in this direction. These 
are: localized nonlinear approx imat ion (Habashi et aI., 1993), quasi-linear approxima­
tion (Zhdanov and Fang, 1996a,b), quasi-linear series (Zhdanov and Fang, 1997), and 
quasi-anal ytical approximation (Zhdanov et a!., 2000). At the same time, most of these 
methods produce approximate solutions, therefore we still seek to develop a rigorous IE 
forward modeling technique. 

In this paper we develop a technique that makes the IE method a more flexible 
tool for simulations in complex geological structures. This technique is based on 
applying compression to the solution of IE. Compression is routinely applied in the 
telecommunications industry for data transmission (Klarke, 1995; Natravali, 1995; 
Ramstad et a!., 1995; Henson et a!., 1996; Losano and Laget, 1996; Bhaskaran and 
Konstantinides, 1997). To decrease the traffic through an information channel, the data 
are compressed at the transmittin g end , passed through the channel in compact form, 
and decompressed to their original form at the receiving end. 

A similar approach can be applied to numeric al simulations. That is, original 
equations are transformed into a compressed domain and the solution is obtained there 
in a compact form (Portniaguine, 1999). 

We introduce a compression matrix and explain the principles of compression with 
an interpolation pyramid in multiple dimensions. A compression matrix is then used 
as a preconditioner to the discretiz ed IE. This approach is similar to the use of 
preconditi oners for FD solutions to express multi-re solution and multigrid methods in 
numerical simulations (Bank and Xu, 1994; Manteuffel et a!., 1994; McCormick, 1994; 
Ainsworth et al., 1997). 

Using compression, we convert the origin al dense matrix of the forward problem 
to a sparse matrix . Thi s reduces the memory required for storage and speeds up 
computations. 

2. FORWARD MODELING WITH 3-D INTEGRAL EQUATIONS 

Let us represent a 3-D distribution of conductivity a as a sum of background (normal) 
complex conducti vity aband anomalous conductivity a, which is non-zero only within 
local domain D . 

We assume that magnetic permeability JL is constant everywhere and is equal to that 
of a free-space JL = 4JT X 10- 7 Him. This model is excited by a harmonic source of 
radian frequency u) , The complex conductivity includes the effect of displacement cur­
rents: a =a - i WE: , where a and E: are electrical conducti vity and dielectric permittivity. 

The vectors of total electric E and magnetic H fields in this model can be presented 
as a sum of background (normal) and anomal ous (scattered) fields: 

E = Eb +E", H = Hb +H', (2.1) 

The background field Eb is a field generated by the given sources in the background 
model ab ,and the anomalous E" field is cased by the presence of anomalous conductivity 
!la o 

The anomalous field is presented as an integral over the excess currents in the 
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inhomogeneous domain D: 

Ea(rj)= IIIGE(rj I r ). ja(r) dv, (2.2) 

o 

na (rj) = I I I GIf (rj I r) .r (r)dv, (2.3) 

o 

where GE (rj I r) and GIf (rj I r) are the electric and magnetic Green's tensors defined 
for an unbounded conductive medium with the background conductivity aboExcess 
current j"(r) at the point r is determined by the equation 

j"(r) = ~a(r) (Eb(r) +Ea(r)) . (2.4) 

Expression (2.2) becomes an integral equation with respect to anomalous electric 
field E" (r), if point rj is inside D. 

Inserting Equation (2.4) into (2.2) produces: 

Ea (rj) = III GE(rj I r) .~a(r ) (Eb(r )+Ea(r )) dv. (2.5) 

o 

Because the background field is known, it is convenient to rewrite (2.5) as: 

Ea (rj) = JI I GE (rj I r) . ~a (r)Ea (r )dv +EB(rj), (2.6) 

o 

where EB (rj) is the Born approximation at point rj: 

EB (rj) = III GE (rj I r)'. ~a (r)Eb(r )dv . (2.7) 

o 

We express vector Equation (2.6) via individual scalar components. Let us denote: 

Ea = (Ex
a s:y EZ

a
) = (Ea 

1 e: 2 E3 
a

) ' (2.8) 

where lower index 1 denotes the x-component, 2 denotes the y component, and 3 
denote s the z component. 

Then, Expression (2.6 ) breaks into three equations: 

E~ (rj) = i: (III GE"", (rj I r) .~a (r)EI~ (r )dv) + E~ (rj ) , (2 .9) 
111=1 0 

where GE"", (n = 1,2,3, and m = 1,2,3) are the components of the Green 's tensor. 
For the purpose of computer simulations we must discreti ze Equation (2.9) . To 

accomplish this, we divide domain D into rectangular cell s. Individual cell s are denoted 
Db and the total number of cell s is Nc• We assume that anomalous conducti vity is 
constant within each individual cell, and the cell size is small enough to consider the 
anomalous electric field to be con stant inside the cell (Xiong, 1992). 
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Under these assumptions the triple integral over the entire domain D (in Expression 
(2.9» transforms into the sum of contributions from the individual cells : 

E~ (rj) = i: t (fff«: (rj I r)dv· t.a(rk)E~I(rd) + E~(rj) , (2.10) 
m= 1k= 1 D 

k 

where n = 1,2,3, j = I, . . . , Ne ; rj is the central point of the cell with the index j, and rk 
is the central point of the cell with the index k. 

Equation (2.10) can be written using matrix notations as follows: 

e=GSe+b, (2.11) 

where Gis the matrix of a size 3Ne x 3Ne, of the known Green 's tensor integrated over 
elementary cell Db with the scalar components Gu. i): 

G (j +(n-l )N,.k+(m- l )Nc) = fff G Enm (r; I r)dv, (2.12) 

Dk 

S is a sparse diagonal matrix , of a size 3Ne x 3Ne , with the diagonal elements SU. /) 
equal to the known conductivities within each cell : 

Slk+(m -l )N" k+(m-I )N, ) = t.a(rk), (2.13) 

b is a vector of a length 3Ne, containing three components of the Born approximation, 
with the scalar components b(/): 

b(j +(n -I )N, ) = E,~(rj) ' (2.14) 

and e is a vector of a length 3Ne , containing three components of the unknown 
anomalous field E~ in every cell, with the scalar components eU): 

e(j +(1l -1 )N,) = E~ (rj) . (2.15) 

Thus, a forward electromagnetic modeling problem is reduced to numerically solving 
Equation (2.11) to find the unknown vector e representing a discretized anomalous 
electric field inside a domain D. One way of solving (2.1l) is by using the block­
relaxation method (Xiong, 1992). Here we discuss an alternative method, that is, solving 
(2.11) using compression. 

The main problem with the integral equations method is that in general 3-D cases 
matrix G in Equation (2.11) may be very large , Assume that anomalous domain D is 
a rectangular prism . Each side of the prism is divided by N to produce rectangular 
prismatic cells . Then the number of cells is N; = N J • The number of scalar components 
in matrix Gis (3 *N~) 2 =9 *N 6 • We can see that this number grows as the sixth power 
of N. This growth is the main limiting factor of the integral equation method. If N =5 
the problem is small and readily solvable. Yet, for N = 10 the size of the problem 
becomes very large. 

By using the compression technique, we may reduce the size of the problem. 
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3. COMPRESSION MATRIX 

First, let us consider the compression with an interpolation pyramid for a I-D function . 
An interpolation pyramid consists of levels (grids), with each level twice as coarse as 

the previous one. The first and finest grid is that of an original discretized curve. 
On each grid we distingui sh odd nodes, or referen ce nodes, and even nodes, or 

intermediate nodes . Values at reference nodes can be used to predict (by interpolation) 
the values at the intermediate nodes. If the curve is smooth, then the difference between 
predicted and original values is small. That is the key point which enables compression. 
Take a curve uniformly discretized at (2N + I) points, which we denote as a vector v I: 

V I = {dl,d2,d3, .. . ,d2N,d2N+d· (2.16) 

Consider the transform ation of VI to V2, where values at odd points (1,3, . .. ,2N + I) 
are retained as they were, and values at even points (2,4, . . . ,2N) are transformed into 
residuals between the predicted (by interpolation from the odd grid) and the original 
values. For example , points I and 3 are retained as they were, and point 2 is transformed 
as the half-sum of the values at points I and 3, minus the original value at point 2. Such 
transformation can be described by the matrix , which we denote as WI: 

V2 = WIVI . (2.17) 

Matrix W I has the following structure: 

1 0 0 .. . 0 0 0 0 
1/2 - 1 1/2 .. . 0 0 0 0 
0 
.. 

0 
... 

1 
... 

.. . 0 

... . . 
0 0 0 

(2.18) 

0 0 0 . . . 0 1/2 - 1 1/ 2 
0 0 0 ... 0 0 0 1 

Note that matrix W I is inverse to itself 

W\W\=I 

which means it is positive definite. 
The next level uses a grid that is twice as coarse . Now, the intermediate values 

have indices (3,7 , 11, . . . , 2N - I) . Again, they are predicted using reference values with 
indices (1,5,9, 13, ... ,2N + 1), and the origin~s are subtracted from the predictions. 
This transformation is described by the matrix W2: 

V3 = W 2V2. (2.19) 

where matrix W 2 has the following structure 

1 0 0 0 0 ... 0 0 0 0 0 
0 1 0 0 0 . .. 0 0 0 0 0 

1/2 0 -1 0 1/2 ... 0 0 0 0 0 
(2.20) 

0 0 0 0 0 ... 1/2 0 - 1 0 1/ 2 
0 0 0 0 0 .. . 0 0 0 1 0 
0 0 0 0 0 ... 0 0 0 0 1 
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We repeat this process for L pyramid levels : 

VL =WL - , ..• W2W,vj, 

and 

VL = Wev\, (2.21) 

where We is a compression matrix: 

Wc=WL_ \ • . • W2W,. (2.22) 

The resulting vector vL contains only few meaningful values . The rest of the values 
are close to zero . Thus, vector vL can be approximated by a sparse vector. The final 
stage of compression involves thresholding. We find all values in the vector vL which 
are close to zero (say, less than 1 percent of vector maximum) and set them equal to 
zero: 

V~ = threshold(Wcv"O.OI), (2.23) 

where vector v~ is the resulting sparse vector. Operator threshold denotes threshold 
transformation. 

4. COMPRESSION IN THREE DIMENSIONS 

In multiple dimensions, compression with an interpolation pyramid is a series of 
subsequent I-D linear interpolations on coarsening grids . Compressing a 3-D function, 
for example, we would first reduce values at even nodes in the x-direction, then reduce 
the values at even nodes at the y-direction, then in the z-direction. After that we would 
consider a coarse grid, and start the process from the x-direction, etc. 

To illustrate how compression is done, let us consider the following example. We 
take a thin conductive plate, as shown in Figure I. We divide this plate into 81 blocks 
N, = 9, N; = 9 and N, = I. Components of electrical Green's tensor for the cell in the 
middle of the domain (the influence of the middle cell on all other cells) are shown in 
Figure 2. 

Consider the compression of one component of Green's tensor on this uniform 
9 x 9 grid (shown in Figure 3). In three dimensions, compression with an interpolation 
pyramid is a series of I-D linear interpolations on coarsening grids. Assume that the 
original function (one component of Green's tensor given on 3-D mesh N, x N ; x Nz) 

is denoted as a vector d . First, values at nodes with even x indices ix = 2,4,6, 8 (denoted 
by stars in Figure 3, case a) are predicted by a I-D linear interpolation in the x direction 
from values at odd points i, = [1,3 ,5,7,9] . Prediction is subtracted from true values at 
even points; odd point values are retained as is. This transformation can be denoted as a 
linear operation: 

dt\=Wx\d (2.24) 

where W.r l is the first elementary compression matrix in the x direction. Note that 
it is a sparse matrix. Portniaguine (1999) considers the structure of a I-D elementary 
compression matrix in more detail. 
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Figure 2. Components (Exy, E yy and E ,y) of electric Green's tensor for the geometry shown in Figure 1. 
Stars denote nodes where the values were retained after compression. The values at all other nodes were 
thrcsholded to zero; hence the compressed Green tensor matrix has become sparse. 

Figure 3. Compression scheme of a function on a 9 x 9 grid . At every step, the values at starred nodes 
are predicted by linear interpolation from the values at circled nodes. In panels (a), (c) and (e) I-D 
interpolation is done in direction x. In panels (b), (d) and (0 interpolation is done in direction y. 
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Next , the same transformation is done in direction y . Values at nodes with even y 
indices i y = 2,4,6,8 (denoted by stars in Figure 3, case b) are predicted by a 1-0 linear 
interpolation in the dire ction y from the values at odd point s i y = [1,3 ,5 ,7,9] . Prediction 
is subtracted from true values at even point s; odd point values are retained as is. This 
transformation, again, can be described as a linear operation: 

dyl=Wyld.t1 (2.25) 

In general cases, the same should be repeated in the direction z after step (2.25): 

dzl=Wzld yl (2.26) 

In our specific example the direction z is a singleton, that is Nz = 1. For generality, we 
will retain this direction in our formulas, For the singleton dimension, the compression 
matrix is simply a unit matrix. 

Note that in the case of multiple dimensions, compression on one pyramid level 
consists of a series of successive 1-0 interpol ations in all dimen sion s. 

On the next pyramid level we return to the x direction and repeat the same 
transform ation starting on a coarser grid (Figure 3, case c): 

dX2=Wx2dzl ' (2.27) 

The same along the direction y (Figure 3, case d): 

dy2=Wy2dx2, (2.28) 

and the same along the direction z: 

dz2=Wz2dy2. (2.29) 

Thi s process should be repeated for as many pyramid levels as nece ssary. The number 
of levels NI in interpolation pyramid is: 

NI = I + int(1og2(max([Nx, Ny, Nz]))) (2.30) 

In our example, the third level is the last one . Again, we start from the direction x 
(mesh is shown in Figure 3, case e): 

dx3=Wx3dz2' (2.31) 

The same in the y direction (mes h is shown in Figure 3, case f): 

dy3=Wy3dx3, (2.32) 

and in the Z direction: 

d ;;3=Wz3dy3. (2.33) 

Let us put the whole process together: 

dz3=Wz3W.dW.t3W z2W y2Wx2W ;; ]W ylW xld . (2.34) 

In general cases, where the number of compression levels equals N1, we have: 

N1 

dzN, = n (W;;kW YkWxd d , (2.35) 
k= 1 
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or, 

dzNt=Wed, (2.36) 

where We is a sparse compression matrix : 

N, 

We = n(WZkWykW,d . (2.37) 
k= 1 

If information in the original vector d is redundant, then interpolation predicts inter­
mediate values accurately. In this case the result of transformation (2.37), vector dzNt, 
contains many small values and therefore can be approximated by a sparse vector de: 

de = threshold(Wed, e) (2.38) 

where threshold(, e) denotes threshold transformation with the threshold level e. 

5. COMPRESSION AS PRECONDITIONER TO THE INTEGRAL EQUATION 

The notion of a compress ion matri x gives crucial advantage for analytical work and 
simplifies codin g. The advantage of this approach is significant in its application to 
forward problem solution. 

Consider again a discrete 3-D elec tromagnetic integral Equation (2.11). Full matrix 
G in integra l Equation (2.11) consists of nine blocks. Each of the blocks is a smaller 
matrix containing corresponding components of Green 's tensor: 

XY Gxx G GXZ]
G= ~yX ~y~ ~yZ . (2.39) [ Gzx GZy Gzz 

Our compression matrix We (2.37) appli es to one component of G. Using We, we 
may establish the sparse global compression matri x Wg to be used as preconditioner to 
Equation (2.11): 

We 0 0]
Wg = 0 We!l . (2.40) 

[ o 0 We 

Using Wg as a preconditi oner to Equation (2.1'1), we have 

Wge = WgGSe+ Wgb. (2.41) 

Rearrangin g (2.41), we arrive at 

(Wg- WgGS)e =Wgb. (2.42) 

Now, we can approximate (2.42) by applying a threshold to WgG and Wgb: 
(Wg - threshold(WgG,e)S)e ~ threshold(Wgb,e). (2.43) 

Replacing 

threshold(WgG,e ) = G (2.44) e 
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and 

threshold(Wgb,£) = b. , 

we obtain 

(Wg - GcS)e ~ b. . (2.45) 

In the compressed Equation (2.45) all matrices are sparse. Thu s, we have managed to 
approximate the originally full system of equations (2.11) by a sparse system (2.45) . 
Thi s reduces memory requirements and speeds up computations. The downside is the 
possible loss of accuracy, which is connected to the thre shold level. 

6. THE fLU PRECONDITIONED CONJUGATE GRADIENT METHOD 

Assume we are solving a linear problem: 

Arn=d. (2.46) 

The obje ctive is to find theJ?arameters rn~give~t~ matri x A and the right-h and side 
vector d. In our notations, A stands for W g - GcS from Equation (2.45 ). The vector 
of parameters rn stands for the electric field e, and the vector of data d stands for the 
right-hand side vector b, from Equation (2.45). 

For 3-D cases, matri x A is large , so iterative methods have to be empl oyed to solve 
Equation (2.46). 

One of the methods is the conjugate gradient (CG) method (Fletcher, 1981; Gill et 
al. , 1981; Press et a1. , 1996). 

In the framework of the CG method, the solution of (2.46) is found iteratively, 
according to the follow ing formul as: 

~T 

1;= A r ;-l (a) 

s;= Iii; (b)
 
s,


h;= I;+h;_l- (c) 
S; - l 

f;=Ah; (d) (2.47) 

fir;
k;= (e)~ 

f; f; 

rn;=rn;_ l -k;h; (f) 

r ;= r ;-l - kif; (g), 

where i is the iteration number, r is the residual vector, I is the gradient vector, s is its 
length, h is the conj ugate direction vector in the solution space , f is its projection to the 
right-h and side, and k is the step length , a scalar. The starting values (for i = 0) are 

Xo = 0 (a) 

ro = Arno - d = -d (b) (2.48) 

So = 1 (c) . 
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Concerning the performance of (2.47), two principa l cases should be noted. The first 
case is when matrix Aarises from the inverse problem, where Acan be rectangular, and 
most often, even singular. In this case the CG method converges to the least-squares or 
minimum norm solution. It requires as many iterations as there are non-zero singular 
values of A. The case with matrix A having all rows equal (and therefore only one 
non-zero singular value) illustrate s this property, where CG converges to a solution in 
just one iteration. 

The forward problem represents exactly the opposite case, where the matrix A is of 
full rank. This case corresponds to the finite-difference or finite-element solution of a 
POE, or, in our case , the compressed IE. That means the problem is well-posed, with a 
unique solution, and matrix A is N x N square matrix. 

For this case the standard method (2.47) works very slowly. To fully converge, 
it require s N iteration s, whichJn 3-D cases is a large number. An illustration to this 
property is a case when matrix A is square and strictly diagonal, with all non-zero values 
on the main diagonal (and therefore non-singular). For this simple case CG requires N 
iteration s to converge. 

For the case, when matrix A arises from the forward problem , we apply the CG 
method , preconditioned with incomplete LU decomposition of A (ILU) (Freund, 1992; 
Van der Vorst, 1992; Chan et aI., 1994; Bank and Xu, 1994). 

The basic idea of this method can be described as follows. Assume we are given an 
approximate inverse matrix to Ain the form of LV decomposition. This approxim ate 
inverse matrix is called incomplete LV, or ILU decomposition. Later we will consider 
various forms of ILU decomposition. Now, we concentrate on the advantages of ILU 
decompo sition in the iterative algorithm. 

Consider the non-singular matrices [ and Vwith the property : 

A ~LD , (2.49) 

It follows from (2.49) that 

L - IAV-I ~ I. (2.50) 

Since the problem (2.46) is well-po sed, preconditioning and post-conditioning with 
any non-singular matrix does not change the solution. 

Thus, we replace (2.46) with 

[ - IAV-IVm= [ -I d, (2.5 1) 

and introduce new variables 

x =Um, (2.52) 

b = [ - Id, (2.53) 

arriving at 

- - 1"-' ''-' -1
L AU x = b. (2.54) 

In Equation (2.54) the matrix of the problem is stored as a factorization of three 
matrices. The standard CG algorithm is applied to (2.54). In this case, the matr ix of 

~
I 
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the problem is close to the unit matrix I, according to (2.50). Since it is equal to I 
only approximately, the CGstill requires N iterations to fully converge . But the rate of 
convergence is much faster than for the original algorithm without preconditioning. 

Note also, that the application of the inverse triangular matrix to a vector can be read­
ily implemented via Gaussian backsubstitution. Let us denote Gaussian backsubstitution 
as backslash operation '\' : 

L -1d =L\d (2.55) 

We now cast the ILU preconditioned CG algorithm as follows: 
;-rr ~T T

l, = U \ (A (L \ r; _I» (a) 

s, = IJI; (b) 

h, = Ij+h;_l -
s, 

(c) 
S;-1 

f j = L\<A(V\h;» (d) (2.56) 

fJr, 
(e) k, = --;r­

f j f; 

Xj = Xj-l - kjh; (f) 

r j = r ; -1 -kjfj (g), 

where initial values are : 

Xo = 0 (a) 

fO = -L\d (b) (2.57) 

So = I (c) . 

After the method converges to the solution x", we have to return to original space of 
musing 

m = V\xll (2.58) 

If we use a complete LU decomposition in the algorithm, it will converge in one 
step . The downside of this technique, however, is the need to compute full LU, which 
may be very costly for large matrices. In addition, for a sparse matrix A, the complete 
decomposition produces full matrices Land U. 

It is possible, to some extent, to avoid these difficulties using incomplete LU 
decomposition with the partial fill-up. The complete decomposition of Aoften produces 
many small terms in Land U. The ILU decomposition with the partial fill-up is based 
on thresholding these matrices, producing sparse Land U. 

This method performs faster than the complete LU decomposition, because the 
construction of incomplete LU is faster. Still, precomputing and storing matrices Land 
Valong with the matrix Aintroduces significant overhead into the algorithm. 

Another form of ILU decomposition, which we call 'compositional ILU', does not 
have these disadvantages. Below, we discuss it in detail. 

We consider separate parts of matrix A, namely the lower part La and the upper part 
Va (without the diagonal), and the diagonal D: 

A= La + D+ Va' (2.59) 
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If matrix Ais sparse and diagonally dominant, then the ILU property hold s: 

A ~LV, (2.60) 

where , if we define 

L=La+D, (2.6 1) 

then 
.- - -1- .­
V =D u, +1. (2.62) 

If Ais diagonally dominant, from (2.6 1) and (2.62) it is clear that matrices Land V 
are diagonally dominant as well. Since they are triangular, they are non-singular as well. 

Equation (2.60) is an incomplete factorization of the matrix A. An important 
advantage of this equation over other types of ILU decompositions is that it is 
computationally cheap, since it requires only separation of upper and lower parts of A 
and inversion of the diagonal '.£atrix D. Moreov~, co~ositional ILU does not require 
extra storage space for saving A and separately L and V, since we can represent matrix 
Avia matrices Land Vas 

A=DV+L-D. (2.63) 

The CO algorithm using (2.63) becomes 

t, =rTL-1D (a) 
T ~ IT

I, = (t, + (r - t;)V- ) (b) 

s, =ITI; (c) 
s. 

h, = li+hi - I - ' (d) 
Si - I 

~1 

p; =V- h, (e) (2.64) 
~ I~ 

fi =p; +L - D(h - p; ) (f) 

firi 
k, = er- (g)

fi f; 

X; = X; -l - k;h; (h) 

r i = r ;-l - k if; (i), 

Note that algorithm (2.64) requires two backsubstitutions for matrix V-I and 
two for L- 1 (items (a,b,e,f) in algorithm (2.64)). Thi s is equivalent of two matrix 
multiplications with A. 

The performance of the CO method, preconditioned with the compositional ILU, 
is better, if the degree of spar sity is higher, or diagonal dominance of A is stronger, 
since these properties improve the accuracy of incomplete factorization (2.60). This is 
exactly the case with finite-difference and finite-element problems, and also with the 
compressed integral equation method. 

It should be noted that if A is not diagonally dominant, the method still works 
because Equation (2.54) is exact. It converges slower, however. 
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Figure 4. A 3-D geoelectrical model of a conductive rectangular body embedded in a homogeneous half­
space. The model is excited by a horizontal rectangular loop source. The magnetic field is measured at 
the receivers marked by triangles along the x axis. 

7. MODELING EXAMPLES 

Source 

y~ 

z 

We have performed a comparison of compressed and non-compressed problem solution 
for a model shown in Figure 4. This is Model 3D-l of COMMEMI project, excited by a 
rectangular loop operating at 10Hz. 

The experiments were performed with the body divided to 256, 512 and 1024 cells. 
For each case, three experiments with different degrees of compression were performed. 
The non-compressed case corresponds to a threshold level. Compressed cases include 
0.0001 and 0.001 threshold levels. 

The experiments were performed on ULTRA SPARC workstation with 160 MHz 
processor frequency and 128 Mbytes of memory. Table I summarizes the result of 
comparison, in terms of memory usage, CPU time and accuracy of the solution . The 
accuracy was measured as the L 2 norm of the difference between the compressed and 
uncompressed solutions (anomalous field inside the body) for the same number of cells. 

We can see that compression speeds up the solution up to two orders of magnitude 
and decreases memory requirements one order of magnitude . The drawback, however, 
is loss of accuracy. Higher threshold level leads to less accurate solution. The worst case 



M.S. Zhdanov et at. 37 

X 10 .7 

2~,---- _ 
No compression 

o~ --c:r­ thld =10.
4 

-+- thld =10.3 

"-2 
E 
~ -4 
x 
I 

-6 

-8 

-10 
-1000 -800 -600 -400 -200 0 200 400 600 800 1000 

X (m) 

X 10.6 

1 r--­ r----­
- - No compression 
-e­ thld = 10-4 

0.5' " , -+­ thld = 10-3 

E 
~ 0 
N 
I 

-0.5 

-1 
-1000 -800 -600 -400 -200 0 200 400 600 800 1000 

X(m) 

here is 3% accuracy loss. The difference between the non-compressed solution and the 
solution compressed with 0.001 threshold level is shown in Figure 5. 

Another model, consisting of two conductive bodies, is shown in Figure 6. The 
observation array is a cross-borehole frequency-domain system. It consists of twenty 
receivers located in one well. Twenty transmitters located in another well operate at 33 
kHz frequency. Transmitters are shown as circles, and receivers are shown as stars. 

To build such a model , we first establi sh a large grid that covers the entire domain 
between boreholes (Figure 7). The discretized integral equation for this domain is given 
by Formula (2.11) . After compression, the size of the problem matrix was reduced in 
about five time s. The solution of this forward EM problem (an axial magnetic field 
component) for a cross-borehole method is shown in Figure 8. Note that existing 
versions of the IE codes without compression cannot compute this model. 

Figure S. Behavior of the anomalous magnetic field obtained by IE solution without and with compres­
sion using different threshold levels. 
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Figure 6. A model with two local conductive bodies and a cross-borehole observation system. Stars show 
receivers, circles show transmitters. 

Table 1. Results of comparison 

Threshold level 256 cells 512 cells 1024 cells 

Memory usage, megabytes 
0 9.44 37.75 l SI 
0.000 1 5.47 16.61 46.81 
0.001 1.52 4.81 11.22 

CPU time, seconds 
0 38 538 16047 
0.000 1 21 188 1952 
0.001 6.58 53 203 

Relative error 
0 0 0 0 
0.000 1 0.0009 0.0033 0.0038 
0.001 0.013 Om8 0.032 
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Figure 7. A domain grid for two local bodies and a cross-borehole observation system for the model with 
two conductive bodies shown in Figure 6. Most of the anomalous conductivity values for the cells in this 
grid are equal to zero. The whole grid, which is shown in this figure, is used to set up the model. This 
allows greater flexibility of the model's geometry. However, the anomalous field values are found only 
inside the bodies shown in Figure 6. 

8. CONCLUSIONS 

We have demonstrated the application of compression to the solution of a 3-D EM 
forward problem with IE. Numerical study indicates that the method can be applied to 
speed up computations and enable solution of larger problems. 



40 Three-dimensional electromagnetics 

-7 
x10 

15
 

- ~--_._----------~------20 - ------ -- -- - - - ­

18
 

16
 10
 

14
 

CIl... 12
 
Q) 

>·iii 
o 
Q) 10
a:: 

8
 

6
 
5
 

4
 

2
 

2 4 6 8 10 12 14 16 18 20
 

Transmitters 

o 

Figure 8. Axial magnetic field, the result of cross-borehole simulation for a model with two anomalous 
bodies shown in Figure 6. Gray scale shows magnetic field magnitude in AIm. 

As a result, we have developed a new generati on of IE method s that possess flexibility 
in forward simulations compatible with the flexibilit y of FD modelin g, but preserves the 
advant ages of IE techniques. There are several promi sing directions for further research. 
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It seems possible to develop fast exact solutions based on iterative series consisting 
of models compressed with different levels of accuracy. It is also possible to apply 
compression to build fast 3-D inverse solutions. 
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